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The Clinical Trial

	A clinical trial is a research study to answer specific questions about vaccines, medical devices, new therapies, or new ways of using known treatments. Clinical trials are used to determine whether new drugs or treatments are safe and effective.
The first modern clinical trial was conducted in 1947. The trial tested the antibiotic streptomycin, which was extracted from a specific fungus. Streptomycin was among the first antibiotics discovered, and for many decades it was the only one available for treating tuberculosis.
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The usual way clinical trials are done—in drug development, for example—is to have at least two groups of animal or human test subjects. One group gets the treatment and the other does not. This is called a randomized controlled trial because subjects are randomly assigned to a group and the group that does not get the treatment “controls” for chance effects that might have produced the results. For example, if there were two groups with tuberculosis, the one that did not get streptomycin might just get over the disease anyway, without streptomycin. (That does not happen, by the way, but there is a small chance that it could.)
	A brand new deck of cards has cards ordered by suit and rank. This distribution of cards is certain, not random. If you shuffle the deck many times, the original ordering will be abolished and the cards will become randomly distributed.
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When patients are not told whether they received the treatment or a fake treatment (which is called a placebo), the design is called a blind trial.  Placebos sometime produce improvement or cures, especially in the case of emotional or behavioral disorders. People receiving a placebo, thinking they received the real treatment, may get better because they expect to get better. An even better design is the double blind trial, where even the experimenter does not know who got the real treatment and who got the placebo. The value of double-blind tests is that the experimenter’s bias cannot affect how he or she collects and evaluates the data. For example, an experimenter may hope the treatment being tested works, and that could influence decisions based on the experimenter’s opinions about how much a patient in the study has improved.
Random assignment of subjects is supposed to ensure that each test group has essentially the same distribution of patient attributes, such as genetic make-up, age, sex, size, and so on. To illustrate, think about the card deck example above. If you split a brand new deck to create two groups, the cards certainly would not be randomly assigned to each group unless you first shuffled the cards well.

By making sure that all the patients have the same attributes, the resulting data will be more uniform (that is, be less variable; see below). However, this creates another problem: People of different sex, race, or age, for example, may not respond the same way to treatment. For example, children do not always respond to cold medicines in the same way that adults do.  Indeed, some drugs that are safe in adults are dangerous in children under six years old. Older patients present another problem. They are often excluded from general trials because they may have a variety of pre-existing medical problems that could unpredictably influence response to treatment.

Diversity of patients should be tested in separate groups, not on one large group that contains all sorts of patients of differing sex, age, and ethnicity. If what works for healthy white males does not work for children, women, ethnic groups, and older patients, it would follow that testing procedures with the general public might miss procedures that could benefit specific groups. In clinical trials, healthy white males are used to reduce the variation among individuals within the group—an important factor in any experimentation. Experimentation with children, women, ethnic groups, and older patients should be done, but done separately. Clearly, this requirement adds to the expense and time it takes to complete clinical trials.
	NO.

Subject population needs to be homogeneous – at least in early trials.
	YES.

Use separate trials for other sub-populations
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Data Analysis

The effect of treatment is usually expressed as the average—or mean—result for each group. For example, in a test of a diet pill, the investigator would calculate the average weight loss in each test group. An average, however, is not enough by itself, because each test group has a distribution of body weights, and some people will lose much more weight than others. People can respond differently to almost any medical treatment.

Thus, there is variation around the average value. This variation also must be taken into account in deciding whether the treatment really worked or just seemed to work. A statistical method can calculate a measure of variation, called the standard deviation, which will characterize a treatment result better than a single average number would. For example, in a weight loss experiment, the results might have been a loss of 6+4 pounds, meaning that most of the subjects lost anywhere from 2 to 10 pounds.  The placebo group results might have been 3​​+4 pounds, or anywhere from a gain of 1 pound to loss of 7 pounds. There is an obvious overlap here between the groups, and this makes us wonder if there really was a meaningful effect of treatment. Other statistical tests are used to help make this decision. But the point is that there is variation in results and this variation must be considered in evaluating treatment.

Sometimes a treatment will produce extreme variations and the average of the values is misleading. Suppose, for example, that a treatment caused a huge improvement in about half the patients and only a minor improvement in the other half. The average improvement might be 50%, but the average value distorts what really is happening. (Remember, an average is calculated by adding all the numbers and dividing by the total number of values). In data sets where values differ widely from the average, data are generally organized in one of two ways:

1. Rank the data values from lowest to highest and pick the middle one or median. For example, if the values are 1, 2, 5, 7, 19, 23, and 30, the median is 7.
2. Count the number of values that fall within each quartile (that is, how many are in the lower 25% of values, how many in the next 25%, in the next 25%, and in the highest 25%). For more precision, you can use 10% increments, called deciles.  
In both cases, there are statistical methods that help us decide if any apparent differences in test results are really due to the treatment or are simply a matter of chance.

When numbers in a data set are distributed so that the average value is misleading, the cause can be the existence of sub-groups that were not recognized in the original random assignment of subjects. Sometimes one sub-group may respond very well to a treatment while another sub-group responds less well, or is even harmed by the treatment.

Effectiveness vs. Safety

Most of what has just been said applies to testing new drugs or medical procedures for safety as well as effectiveness. 

Those tested must include pregnant females, because the treatment may be tolerated by the mother but harmful to the fetus. A tragic example was discovered accidentally in the late 1950s and early 1960s when many pregnant women took a new tranquilizer, thalidomide, for relief from morning sickness. At that time, federal regulatory agencies did not require drugs to be tested on pregnant animals. Among the pregnant women taking thalidomide, a significant number of their babies were born with serious birth defects, including missing limbs.
Of course, now new drugs are first tested in pregnant animals. If birth defects result, you certainly don’t want to proceed with testing that drug on pregnant humans. That does not necessarily stop the research on the drug, for it might have great benefit for other groups of patients. In such cases, physicians and the public are told that the drug is not approved for use during pregnancy. A good example is the drug used to treat acne, Accutane.  If Accutane is taken during pregnancy or within a month before becoming pregnant, it can cause severe birth defects.
Why Good Medicine Is So Expensive
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	Taking all these issues into account is one reason why research to produce new drugs or medical devices takes many years and is very expensive. The research may need to be done on all kinds of subjects: young, old, male, female. They may even have to test people with medical conditions other than the one being tested, in case the treatment has a side effect that is dangerous in people with certain other conditions.  




Now, you can understand a little better why health care is so expensive. It may take decades to discover, develop, and test a new drug or procedure. Initial work usually must be done with animals. If those results suggest that the potential treatment is safe and effective, clinical trials in humans can begin. Costs may run into the billions of dollars. 


You should want to read this so you can know how…


we can find out if medical treatments you and your family receive are safe and effective.


to interpret any kind of data so you are not fooled or confused.


After reading, you should be able to…


explain what is meant by randomized control test.


design a make-believe experiment that is blind and re-design it so that it is double-blind.


say how average values (or even median values) can mask certain treatment effects.


calculate average, median, and quartile distributions.
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